
MET report
no. 11/15

Climate

‘esd’ - The Empirical-Statistical
Downscaling tool & its visualisation

capabilities.

Rasmus E. Benestad, Abdelkader Mezghani, & Kajsa M. Parding

Seasonal ’wheel’ for OSLO − BLINDERN

t2m

January

July

A
pril

S
ep

te
m

be
r

1940

1960

1980

2000

ye
ar

s



MET report

Title Date

‘esd’ - The Empirical-Statistical Downscaling tool & its visuali-

sation capabilities.

June 19, 2015

Section Report no.

Model and Climate Analysis 11/15

Author(s) Classification

Rasmus E. Benestad, Abdelkader Mezghani & Kajsa M. Parding ③Free ❥Restricted

Client(s) Client’s reference

Climate community

Abstract

We present a tool, the R-package ‘esd’, made freely available by the Norwegian Meteorological

Institute (MET Norway) for use by the climate community. It was primarily built for empirical-

statistical downscaling of climate information and has been extended to search, process, dissect,

and analyse meteorological and climatological data (local as well as global climate data sets). It

consists of i) retrieving and manipulating large samples of meteorological, climate and model data

from various sources, ii) searching, dissecting and displaying the information in the data, (iii) and

computing a range of analyses. The acronym ‘esd’ can be associated with both ‘Easy & Simple

Data’ processing and ‘Empirical-Statistical downscaling’. It provides simple and intuitive ways for

reading data from weather station, gridded data sets, as well as trajectory data such as cyclone

paths. The philosophy behind its design has been to reduce the time spent on coding, reformatting

data, testing the code, or looking up the manuals for correct syntax. The functions are designed to

be intuitive and easy to remember in addition to being efficient.

Keywords

Data retrieval, analysis, visualisation; empirical-statistical downscaling models, diagnostics,

evaluation, R package, climate data.

Disciplinary signature Responsible signature

Jan-Erik Haugen Øystein Hov

Meteorologisk institutt

Meteorological Institute

Org.no 971274042

post@met.no

Oslo

P.O. Box 43 Blindern

0313 Oslo, Norway

T. +47 22 96 30 00

Bergen

Allégaten 70

5007 Bergen, Norway

T. +47 55 23 66 00

Tromsø

P.O. Box 6314

9293 Tromsø, Norway

T. +47 77 62 13 00

www.met.no

www.yr.no

Meteorologisk institutt

Meteorological Institute

Org.no 971274042

post@met.no

Oslo

P.O. Box 43 Blindern

0313 Oslo, Norway

T. +47 22 96 30 00

Bergen

Allégaten 70

5007 Bergen, Norway

T. +47 55 23 66 00

Tromsø

P.O. Box 6314

9293 Tromsø, Norway

T. +47 77 62 13 00

www.met.no

www.yr.no

Meteorologisk institutt

Meteorological Institute

Org.no 971274042

post@met.no

Oslo

P.O. Box 43 Blindern

0313 Oslo, Norway

T. +47 22 96 30 00

Bergen

Allégaten 70

5007 Bergen, Norway

T. +47 55 23 66 00

Tromsø

P.O. Box 6314

9293 Tromsø, Norway

T. +47 77 62 13 00

www.met.no

www.yr.no



Contents

1 Introduction 1

1.1 The need for climate information . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.3 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.4 The new tool: ‘esd’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Documentation 5

2.1 Retrieving data: I/O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Function ‘retrieve’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.2 Function ‘station’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.3 Quick search - Function ‘select.station’ . . . . . . . . . . . . . . . . . . . . 7

2.2 Data structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Function ‘summary’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Data visualisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.1 Function ‘plot’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.2 Function ‘map’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.3 Function ‘vec’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.4 Info-graphics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Data handling & processing 21

3.1 Formulas & functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1.1 Small handy functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1.2 Wet-means, frequencies, counts and spells . . . . . . . . . . . . . . . . . . 21

3.2 re-gridding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.1 How the re-gridding works . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3 Nearest data point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4 Subsetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 Combining and synchronising . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.6 Anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.7 Aggregate: monthly, seasonal and annual statistics . . . . . . . . . . . . . . . . . 29

3.8 Spatial averaging of field objects - aggregate.area . . . . . . . . . . . . . . . . . . 29

3.9 Transformations and conversions: as. . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Analysis & Diagnostics 35

4.1 Empirical Orthogonal Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 Principal Component Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.3 Canonical Correlation Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.4 Other types of analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.5 Predict & project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.6 Trajectory objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40



5 Downscaling 45

5.1 Defining predictands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2 Defining predictors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2.1 Tuning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.3 Options for downscaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.3.1 Downscaling for single station and a single model . . . . . . . . . . . . . . 47

5.3.2 Downscaling a group of stations - PCA . . . . . . . . . . . . . . . . . . . 47

5.3.3 Downscaling an ensemble of climate models . . . . . . . . . . . . . . . . . 47

5.4 Downscaling of trajectory objects . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.5 Downscaling probabilities and number of events . . . . . . . . . . . . . . . . . . . 53

5.6 Weather generators - synthesising daily time series . . . . . . . . . . . . . . . . . 53

5.6.1 Stochastic precipitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.6.2 Stochastic temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6 Evaluation, assessment & validation 55

6.1 Central limit theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.2 Huth’s dilemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.3 Non-stationarity check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.3.1 iid.test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.4 Diagnose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.4.1 Station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.4.2 Combined fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.4.3 Common EOFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.5 Downscaled results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.5.1 Cross-validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.5.2 Residuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6.5.3 Downscaled ensemble results . . . . . . . . . . . . . . . . . . . . . . . . . 58

7 Trouble shooting 59

7.1 General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.2 Functions ‘annual’ and ‘aggregate’ . . . . . . . . . . . . . . . . . . . . . . . . 59

7.3 DSensemble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

7.3.1 Poor fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

7.3.2 Other error messages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

7.4 Validate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

8 Summary 61

9 Acknowledgement 62

ii



1 Introduction

1.1 The need for climate information

A call for climate services and other initiatives and programmes to provide climate informa-

tion to stake holders and the general public has been made over the recent decades (e.g. the

WMO global framework for climate services (GFCS), the CORDEX program, and the Joint

Programming Initiative (JPI-Climate)). The urgency of their mission has been emphasised by

recent extreme weather events and the publication of a number of climate research reports (e.g.

Hov et al. (2013); Field et al. (2012); Stocker et al. (2013)).

The development of efficient and versatile tools for climate analysis are essential to this effort.

For instance, there is always a need for extracting relevant climate information, reading data,

and testing and visualising the results. The present ‘esd’ tool has been developed to meet these

requirements.

The ‘esd’ tool is being used in different projects such as FP7 SPECS and CLIPC1, COST-

VALUE2, INDICE3, CixPAG4, MIST-II 5, CLIMATRANS6, and EU-CIRCLE 7 to establish

networks and standards for assessment and validation of model results needed for climate ser-

vices.

1.2 Motivation

Open, efficient, flexible, and intuitive tools making use of state-of-the-art statistical know-how

have long been needed for the purpose of climate analysis. Often the lack of resources (man

power) dedicated to such work limits the possibilities of offering tailor-made user-relevant infor-

mation. There is a wide range of requirements, from climate data handling and analysis, and

validation/diagnostics to bias adjustment of model results and downscaling (including predic-

tion and projection). Even if the main purpose may be just to carry out empirical-statistical

downscaling (ESD; Benestad et al. (2008)), many other tasks are necessary to prepare the anal-

ysis and understand the results. The need to analyse multi-model ensembles rather than single

model (Benestad , 2011) also makes additional demands on the tools. In other words, ‘esd’ is

a tools for ’Big data’ climate analysis.

1CLIPC will provide access to climate information of direct relevance to a wide variety of users, from scientists

to policy makers and private sector decision makers.
2The COST Action VALUE (2012-2015) aims at providing a European network to develop downscaling meth-

ods, validate them, and improve the collaboration between the research communities and stakeholders.
3INDICE is a collaboration between Norway and India that studies the hydrological consequences of climate

change on the Hindu-Kush region in Himalaya
4CiXPAG project aims at investigating the complex interactions between climate extremes, air pollution and

agricultural ecosystems.
5This project aims at providing reliable projections to be used by STATKRAFT as a leading company in

hydro-power internationally and Europe’s largest generator of renewable energy.
6CLIMATRANS project aims at investigating the complex interactions between climate extremes, air pollution

and transportation in Indian mega-cities.
7EU-CIRCLE project aims at developing a Climate Infrastructure Resilience Platform (CIRP) as an end-to-end

modelling environment.
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An important aspect of any climate analysis tool is data input-output (I/O) and handling data.

Although model results are meant to be provided in a standard format (e.g. the Coupled Model

Inter-comparison Project8 - CMIP - following the ‘Climate and Forecast’ (CF) convention),

experience shows that there are often differences that can cause problems. For instance, the

CMIP5 ensemble of models involves 4 different types of calendars.

Data files are often organised in accordance with some kind of Common Information Model9

(CIM) or a Data Reference Syntax10 (DRS), but there is also a benefit in standard structures in

the working computer memory when using programming environments such as R. A well-defined

and standardised data structure makes it possible to create a generic climate analysis tool.

Searching for available and complete observational data sets is always a difficult and time

consuming task without prior knowledge about the quality of the retrieved data sets. In the

context of empirical-statistical downscaling, observations are needed both for validation of model

results and for calibrating models. Furthermore, there may be a need to aggregate annual mean

values rather than daily or monthly, and to extract subsets, for instance a given calendar month,

a limited interval, or a smaller spatial region.

The purpose of the ‘esd’ package is to offer an R-package that covers as many as possible of

these requirements, from acquiring data and converting to a standardised format, to performing

various statistical analyses, including statistical downscaling, all in a simple and user-friendly

way.

1.3 History

Most of the previous work on ESD carried out at MET Norway has been based on the R-

package ‘clim.pact’ (Benestad et al., 2008) from the early 2000s. This tool had evolved into

a large set of methods and functions over time, but without a ‘strict discipline’. Hence, the

functions would use a range of different set-ups and lacked a streamlined finish. Therefore, it

was not very user friendly. The idea is that any climate data analysis should be quick, easy, and

efficient, with a bare minimum effort going into coding and reformatting of data sets. It should

be intuitive and easy to remember how to perform the analysis. This way, more of the time can

be devoted to do the analysis itself and writing reports, rather than rewriting code, debugging,

testing, and verifying the process. While much of the methods needed in climate analysis were

included in ‘clim.pact’, it was evident that the most efficient solution was to create a new

R-package from scratch with a more purposeful and well-defined data structure. Much of the

methods, however, are based on functions in ‘clim.pact’, although the benefit of experience

from developing that package has been utilised from the start of the creation of ‘esd’.

8http://cmip-pcmdi.llnl.gov/
9https://www.earthsystemcog.org/projects/downscalingmetadata/

10http://cmip-pcmdi.llnl.gov/cmip5/output_req.html
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Since it is creation, the ‘clim.pact’ package has been widely used by the climate community

for research purposes and has been a valuable asset for assessment studies (Winkler et al.,

2011). For instance, Spak et al. (2007) compared statistical and dynamical downscaling of

surface temperature in North America using results obtained from the ‘clim.pact’ tool, and

Girma et al. (2010) used the ‘clim.pact’ tool to downscale rainfall in the upper Blue Nile

basin for hydrological modelling.

The R-package was used by Schöner and Cardoso (2005) to downscale air temperature mean

and precipitation sums from regional model as well as directly from ERA-40 fields, and Tyler

et al. (2007) used it to produce temperature scenarios by downscaling output from 17 different

global climate. However, Estrada et al. (2013) pointed out that ‘clim.pact’ and similar tools

do not provide the necessary tests to ensure the statistical adequacy of the model and therefore

misleading results could be expected. We will address some of the issues that Estrada et al. (2013)

highlighted later on.

1.4 The new tool: ‘esd’

The new tool ‘esd’, like its predecessor ‘clim.pact’, is based on a ‘plug-and-play Lego

principle’, where data are seen as an object that is used as input and new results are returned

as output following a standard data structure. This means that different functionalities can

be combined where the output from one process is used as input to the next. In ‘esd’ the

data structure has changed from that in ‘clim.pact’, and uses more attributes and less list

objects. Furthermore, the data objects build on the time series object ‘zoo’, which takes care

of much of the chronology. A consequence of using ‘zoo’ as a basis also is that it implies

adopting S3-methods, which also makes the tool more flexible and user-friendly. Through the S3-

methods, new plotting methods have been made available for station and field objects, empirical

orthogonal functions (EOFs), and other types. The use of S3-methods implies the definition of

new classes describing the data types. It can also make the tool work more seamlessly with

other R-packages and other structures if appropriate conversion tools are made.

The development of the ‘esd’ software fits in with the trend of the R-language’s increasing

role in the climate change debate (Pocernich, 2003) and as an open science platform (Pebesma

et al., 2012). Furthermore, both R and the ‘esd’ R-package are valuable tools for linking

high education and research (IBARRA-BERASTEGI et al.). The ‘esd’-package has already

been used as material for capacity building in connection with the bilateral INDICE project

between Norway and India (http://www.nve.no/en/Projects/INDICE/), and the CHASE-PL

project between Norway and Poland

(http://www.isrl.poznan.pl/chase/index.php/project/).

The wide range of functionalities included in the ‘esd’ tool makes it suitable for process-

ing results from global and regional models. The tool also includes methods for plotting and

generating various info-graphics: time series, maps, and visualisation of complex information.

3



The data processing aspects include re-gridding, sub-setting, transformations, computing em-

pirical orthogonal functions (EOFs) and principal component analysis (PCA) for stations and

gridded data on (ir)regular grids, regression, empirical-statistical downscaling, canonical correla-

tion analysis (CCA) and multi-variate regression (MVR). The tool also offers several diagnostic

methods for quality assessment of the data and downscaled results. The ‘esd’ methods can be

tailored to meet with specific user needs and requirements.

As the library was built for the R computing environment (R Core Team, 2014), it inherits

from the large number of R built-in functions and procedures. It also includes an additional

set of predefined objects and classes, sample and structured data and meta-data, and uses the

S3-methods to ensure that information is appropriately maintained. Finally, the ‘esd’ library

has been built with the emphasis of traceability, compatibility, and transparency of the data,

methods, procedures, and results, and is made freely available for use by the climate community

and can be installed from the MET Norway Github account (https://github.com/metno/esd)

or Figshare (http://dx.doi.org/10.6084/m9.figshare.1160493).

The remainder of this report describes technical issues related to the ‘esd’ tool. A listing of

the syntax and examples are also included in this report.
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2 Documentation

A short and single line in R produces a complex figure with various information: the generic

‘plot’ yields a plot as seen in the left panel of Figure 4 or can make a graphical presentation of

downscaled results that both shows the numbers as well as their quality. How is that possible?

The trick is to define different data object types, known as ‘classes’ in R and define a specific data

reference syntax (DRS) or common information model (CIM) that includes the meta-data in

the working computer memory as well as in files stored on discs. This is all done automatically

on-the-fly behind the scene, so that the user does not have to worry about these matters (it is

of course possible to change the meta-data to e.g. correct for potential errors).

The command library(‘esd’) must be given at any new open R session.

The R-package can be installed directly from Github (https://github.com/metno/esd) or

Figshare for Mac/Linux11 and Windows12)

2.1 Retrieving data: I/O

There are different types of data that can be handled by the ‘esd’ tool: station data, gridded

data, and (storm) trajectories. Station data contain meteorological observations recorded at

weather (or hydrological) stations, while gridded data can comprise various analyses (e.g. E-

OBS gridded version of the European and Climate Assessment data set), reanalyses (e.g. NCEP,

ERA, ...) or global/regional climate model results (e.g. CMIP3/5 experiment). Trajectories are

mainly used for analysis of storm tracks (e.g. IMILAST13)

There are two main methods for retrieving data in the ‘esd’ tool: ‘station’ and ‘retrieve’.

It is also possible to read data using the R-built in functions and convert it to esd data format.

This requires more effort from the user using the ‘esd’ pre-defined functions ‘as.station’,

‘as.field’), and ‘as.trajectory’.

The package comes with a set of sample data mainly included for demonstration purposes,

testing, or troubleshooting. For gridded data, these are filtered data (mainly for reducing the size

of the data objects) and should not be used as predictors in the actual analysis.

For instance, air temperature reanalysis data are stored as a set of 20 empirical orthogonal

functions (EOFs) with global coverage, which are then transformed to a field object upon a

retrieval. However, the sample station data can be used without restrictions and corresponds to

observed values at a specific location (e.g. ‘data(Oslo)’ or ‘nacd=station(src=’nacd’)’).

11http://figshare.com/articles/esd\_for\_Mac\_amp\_Linux/1160493
12http://figshare.com/articles/esd\_for\_windows/1160494
13http://www.proclim.ch/imilast/index.html
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2.1.1 Function ‘retrieve’

The ‘retrieve’ is designed to read data from NetCDF files following the standard Climate

and Forecast (‘CF’) conventions and ordered on a longitude-latitude grid. The latter could

be regular or irregular grid (e.g. the output of the Weather Research and Forecasting model

(WRF) or any outputs on a rotated grid from RCMs). The function ‘retrieve’ also performs

quick checks of the data itself to verify that the meta data and data are consistent. For in-

stance, in case the frequency of the data is missing, ‘retrieve’ will try to detect the frequency

automatically form the data itself. The function ‘retrieve’ returns two types of objects de-

pending on the type of the spatial grid. For instance, data stored on a regular grid is returned

as ‘field’ objects including attributes containing meta data, and data stored on irregular grid

- such as rotated longitude-latitude grids - are returned as a ‘station’ objects. ‘retrieve’

has also been adapted to read global climate data from the CMIP3/5 experiments, most of the

global reanalysis such as those provided by the European Centre for Medium-Range Weather

Forecasts (ECMWF) known as ERA-40 and ERA-INTERIM, the National Center for Envi-

ronmental Prediction (NOAA) known as NCEP/NCAR reanalysis, the Japan Meteorological

Agency (Japanese Reanalysis JRA-25,55), and the NASA GSFC Global Modeling and Assimi-

lation Office (GMAO) known as MERRA reanalysis. A full overview of all available reanalysis

can be found at http://reanalysis.org/atmosphere/overview-current-reanalyses.

As for now, ‘retrieve’, does not display a list of missing attributes that are mandatory for

further post-processing of the data. The user must add the missing attributes manually.

The strength of ‘retrieve’ is that it can read and return formatted objects with common

attributes for post-processing, visualising and making outputs comparable (e.g. re-gridding

the field objects into the same grid resolution). Basically, all reanalysis, general circulation

models (GCMs), and regional climate models (RCMs) can be read using the ‘esd’ tool and

further combined into one object, or analysed, albeit with some limitations due to the size of

the returned object.

2.1.2 Function ‘station’

The package ‘esd’ includes the function ‘station’ for obtaining historical climate data

by querying various web portals, for instance, the MET Norway archive (KDVH) provided by

the Norwegian Meteorological Institute14. Data from MET climate web service ‘eKlima’ needs

to be adapted manually, the Global Historical Climate Network (GHCN, (Peterson and Vose,

1997)) provided by the American National Climatic Data Center15, and the European Climate

Assessment and Dataset (ECA&D, (Klein Tank et al., 2002)) made available by the Royal

Netherlands Meteorological Institute (KNMI) (http://eca.knmi.nl/). Some of the data that is

14http://eklima.met.no; however, this function only works within the firewall
15http://www1.ncdc.noaa.gov/pub/
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included in the package has been pre-formatted within the ‘clim.pact’ package and adapted

to meet the new ‘esd’ data format requirements.

SOURCE(S) :  ECAD/GHCNM/METNOD/METNOM/NACD/NORDKLIM

14632 2014 / 1773T2M/

ESD package − map.station() − MET Norway 2014 (www.met.no)

Figure 1: Map of available weather stations recording temperature that are included in the meta-data

of the ‘esd’ package.

2.1.3 Quick search - Function ‘select.station’

The sample data includes also a meta-data object (‘stationmeta’) that can be loaded directly

and contains meta data such as name of the ‘loc’*ation and its ‘id’*entification number, geo-

graphical coordinates such as ‘lon’*gitude, ‘lat’*itude, and ‘alt’*itude), ‘country’ name,

‘param’*eter name of recorded weather variables (e.g. temperature and precipitation), data

source (‘src’) or provider for almost 100000 stations all over the world (Figures 1 and 2).

These meta-data have been imported from existing meta data from the different data source

providers. It has to be noted also that most of the available stations are managed by the World

Meteorological Organisation (WMO) and made available by the American National Climate

Data Centre (NCDC) for scientific research only. The meta data has been merged from the

different sources mentioned earlier. Also, other additional data sources can be easily included

into the package.
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SOURCE(S) :  ECAD/GHCND/METNOD/METNOM/NACD/NORDKLIM

97202 2014 / 1854PRECIP/

ESD package − map.station() − MET Norway 2014 (www.met.no)

Figure 2: Map of available weather stations recording precipitation that are included in the meta-data

of the ‘esd’ package.

There are two ways of obtaining station data using ‘station’ method. The first option,

which we recommend, is to select a subset of stations from the meta data using the function

‘select.station’ from a set of criteria. Among these criteria, the minimum length of the

recorded data (‘nmin’) can be specified to get, for instance, a subset of stations recording for at

least a minimum number of (e.g. 100) years of data (e.g. select.station(nmin=100)). Thus,

a subsample of the meta data is returned and can be checked for duplications of stations from

the various sources. Afterwards, users can start downloading the data for the selected stations.

It has to be mentioned that the downloading process for the GHCN and ECA&D is different

as the data is stored differently. For the GHCN data sets, each station is stored separately and

a direct retrieval can be made. We highly recommend that users perform a prior selection of

stations for the GHCN data sets before starting the downloading process. For the ECA&D data

sets on the other hand, all stations are downloaded and stored locally as zip files at first call, after

which data is extracted for the selection of stations. Other data sets, such as the NACD (Frich

et al., 1996), NARP (Førland), and Nordklim (Tuomenvirta et al., 2001) are stored entirely in

‘esd’ (only holds monthly values of a limited set).
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The ‘station’ method can retrieve station data from a range of different sources, many

over the web (GHCN and ECA&D). Example 2.1 demonstrates how to select, retrieve and plot

temperature observations from a single station.

The ‘esd’ tool holds meta-data for various data sources, which makes it quick and easy to

search for weather data recorded at stations according to the parameter, the geographical location

(region, country, and coordinates (single or a range of longitude and latitude values) and altitude,

and time interval.

2.2 Data structures

Most data objects handled by ‘esd’ are typically time series, and hence based on the ‘zoo’

class. The ‘zoo’ class extends the tseries class from regular to irregular time series. In the

‘esd’ tool, additional categories or classes have been defined dealing with temporal resolution

distinguishing daily (‘day’), monthly (‘month’), seasonal (‘season’), and annual (‘annual’)

data (as temporal classes) and spatial resolution distinguishing ‘station’ and ‘field’ classes.

Data on sub-daily scales may be represented in the ‘day’ class but the ‘esd’ tool has not been

tested yet for this time scale. The way R handles different classes and objects can sometimes

be confusing. The first element in a list of different classes is used to identify the appropriate

method to be used for that specific object. For instance, if a data object belongs to the classes

(‘field’,‘zoo’), then, appropriate methods for ‘field’ objects are used rather than those for

the ’zoo’ objects.

Different types of data objects are processed and handled differently, and the way ‘esd’ keeps

track of the different types is through the so-called ‘S3-method’ and classes.

The ‘esd’ tool follows the same R programming functionalities and uses the first element of

the class of an object to define the appropriate method to be used. The built-in R functions

‘class’ and ‘inherits’ are used to check whether an object inherits from any of the classes

specified in the ‘esd’ package. Example 2.2 shows some of the classes used in ‘esd’.

The different data objects come bundled with relevant meta-data, stored as data attributes.

These are shown using the ‘str’*ucture function, as displayed in Example 2.3 for a station

object.

The various attributes have different functions, e.g. for handling the data, traceability, identi-

fication, and visualisation. The idea is that they are based on a standard terminology for which

the terms are commonly agreed on and follow standard definitions.

A common core set of attributes will make it easier to share data and methods. The attribute

”history” contains the call(s), time stamp(s), and session info that have been used to create and

process the data itself.

9



2.3 Function ‘summary’

The S3 method ‘summary’ has been extended to the classes defined in ‘esd’ in order to

provide more tailor-made information. Example 2.4 shows summary statistics for each calendar

month of a daily station object.

Example 2.1.
# Select a station across India recording daily maximum temperature

# from the global historical climate network-daily

ss <- select.station(cntr=’India’,param=’tmax’,src=’ghcnd’)

ss.new <- subset(ss,subset=!duplicated(ss$location))

map(ss.new,cex=1.2,col="red",bg="pink",add.text=TRUE)

ss <- select.station(stid=’IN022021900’,cntr=’india’,param=’tmax’)

y <- station(ss)

#>[1] "Retrieving data ..."

#>[1] "1 TMAX IN022021900 NEW DELHI/S INDIA GHCND"

# Display the name of the location

loc(y)

# Highlights the location on the map

points(lon(y),lat(y),pch=19,col="blue",cex=2)

# aggregate daily values to annual values

ya <- annual(y,FUN=’mean’,nmin=100)

# Subset for the period 1970 to 2012

ya <- subset(ya,it=c(1970,2012))

# plot the time series including the error bar

plot(ya,ylim=c(29.5,32.5))

# Add the linear trend as

lines(trend(ya),col="red",lwd=2)
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Figure 3: Map showing available stations across India from the GHCN-D dataset and b) a plot of

the annual maximum temperature recorded at New Delhi weather station (blue point) including

linear trend line.
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Example 2.2.
# Example of monthly station data:

> data(Oslo)

> class(Oslo)

[1] "station" "month" "zoo"

# Example of daily station data:

> data(ferder)

> class(ferder)

[1] "station" "day" "zoo"

# Example of annual station data:

> class(annual(ferder))

[1] "station" "annual" "zoo"

# Example of a field object

> t2m <- t2m.NCEP(lon=c(-30,30),lat=c(40,70))

> class(t2m)

[1] "field" "month" "zoo"

> class(EOF(t2m))

[1] "eof" "field" "month" "zoo"

Example 2.3. # Load the data for Ferder weather station

data(ferder)

# Display the structure of the data as

> str(ferder)

’zoo’ series from 1900-01-01 to 2013-12-04

Data: atomic [1:41611] 2.1 -1.8 -0.9 -3 -7.2 -6.5 -2.6 -2.4 -1.6 -0.3 ...

- attr(*, "location")= chr "Ferder lighthouse"

- attr(*, "station_id")= num 27500

- attr(*, "wmo_id")= num 1482

- attr(*, "longitude")= num 10.5

- attr(*, "latitude")= num 59

- attr(*, "altitude")= num 6

- attr(*, "variable")= chr "t2m"

- attr(*, "unit")= chr "deg C"

- attr(*, "country")= chr "Norway"

- attr(*, "source")= chr "MET Norway eklima"

- attr(*, "long name")= chr "daily mean temperature"

- attr(*, "URL")= chr "http://eKlima.met.no"

- attr(*, "calendar")= chr "gregorian"

- attr(*, "quality")= logi NA

- attr(*, "aspect")= chr "original"

- attr(*, "type")= chr "observation"

- attr(*, "reference")= chr "MET Norway climate archive"

- attr(*, "info")= logi NA

- attr(*, "method")= chr "mean estimated from thermometer measurements"

- attr(*, "history")=List of 3

..$ call : chr "1 0"

..$ timestamp : chr "Fri Dec 13 15:51:49 2013"

..$ sessioninfo:List of 3

.. ..$ R.version : chr "R version 3.0.2 (2013-09-25)"

.. ..$ esd.version: chr "esd_0.2-1"

.. ..$ platform : chr "x86_64-pc-linux-gnu (64-bit)"

Index: Date[1:41611], format: "1900-01-01" "1900-01-02" "1900-01-03" "1900-01-04" ...
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Example 2.4.
## Load data for Ferder

> data(ferder)

## Display the summary of statistics

> summary(ferder)

Min. 1st Qu. Median Mean 3rd Qu. Max. NA’s

Jan -21.2 -3.100 0.0 -0.3226 2.900 9.0 13

Feb -17.1 -3.400 -0.6 -0.9718 2.000 7.7 25

Mar -12.9 -0.700 1.2 0.9619 3.025 11.7 14

Apr -6.0 3.200 4.8 4.8250 6.400 13.8 NA

May 1.0 8.100 10.0 10.1000 12.000 20.3 NA

Jun 6.3 12.800 14.2 14.5200 16.100 24.2 NA

Jul 10.6 15.500 16.9 17.0500 18.400 24.9 NA

Aug 10.0 15.100 16.3 16.5600 17.800 24.8 2

Sep 3.6 11.900 13.4 13.2700 14.800 20.7 NA

Oct -1.3 7.000 9.4 8.9340 11.100 15.4 8

Nov -7.3 2.375 4.8 4.5730 7.200 16.3 24

Dec -15.6 -1.200 1.9 1.5340 4.700 9.7 29

12



Table 1: Data objects in ‘esd’ are determined by a set of classes, listed in this table. This may

be extended in the future to include radiosonde and radar data objects.

‘station’ Class defining station objects. Can be single or multiple stations with daily,

monthly, seasonal or annual temporal resolution.

‘spell’ Looks similar to the station class, but the events are irregularly spaced and

contains both duration of wet/hot as dry/cold spells. The distinction also

enables ‘esd’ to apply different plotting and analysis methods than those for

regular stations.

‘field’ Currently represents time series of 2D variables, but may in principle contain

any number of spatial dimensions.

‘eof’ Class defining an EOF describing the spatial patterns (EOFs), the temporal

variations (PCs), and the eigenvalues.

‘pca’ Class defining a PCA is similar to the eof class, but allows for irregular grid

of stations.

‘cca’ Class that defines the results of a CCA, containing a pair of patterns and the

canonical correlations.

‘ds’ Class for DS results.

‘dsensemble’ Class for downscaled ensembles.

‘diagnose’ Class for diagnostic results.

‘trajectory’ Class for trajectories.

‘xval’ Class for cross-validation.

‘xsection’ Class for cross-sections (Hovmuller diagrams).

‘mvr’ Class for multivariate regression (MVR) objects, which hold the matrices that

maps one data set onto the data space of another.
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2.4 Data visualisation

The main data visualisation is provided through plot and map methods, but there are other

more specific methods for producing additional graphs.

2.4.1 Function ‘plot’

The ‘plot’ method in ‘esd’ extends the S3 plot methods from package ‘graphics’ to new

‘esd’ classes (Table 1). ‘plot(x)’ and ‘plot.station(x)’ are equivalent if ‘x’ is an object

of class ‘station’.

Various plotting outputs are generated depending on the class of the objects used as in-

puts. For instance, the ‘plot.station(x)’ function produces a figure based on the default

‘graphics’ and ‘zoo’ plots but adapted for the station object (Figure 4a).

For some classes, plot can produce several or a combination of plots giving more description

of the output. The argument ’plot.type’ is also used to distinguish between single or multiple

plots in one window. The ‘plot’ function also inherits all graphical parameters from ‘par’

with additional parameters used by ‘esd’. An example of the function ‘plot’ applied to a

station object is shown in Example 2.5 and Figure 4a.

Although the plot itself gets more complicated for EOFs, the syntax remains as simple as

for the station object (Example 2.6, Figure 5).

2.4.2 Function ‘map’

The function ‘map’ is also an S3 built method and used to produce a map of geographical

and geophysical data points and gridded data. ‘map’ can be seen as a spatial plotting method,

while plot is mainly used for time series. Unlike ‘plot’, ‘map’ is proper to ‘esd’ and is an S3

method and do not extend the existing ‘map’ function from package ‘maps’ (http://CRAN.R-

project.org/package=maps), which too works for the different ‘esd’ objects. When applied to

one single station, map plots its location (Example 2.5, Figure 4b).

2.4.3 Function ‘vec’

The function vec plots vectors of a 2D flow field (Example 2.7, Figure 6).
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Example 2.5.
# Load bjornholt data set

data(bjornholt)

# plot the time series

plot(bjornholt)

# map the location

map(bjornholt)

a) b)

1900 1950 2000

0
20

40
60

80
10

0

pr
ec

ip
(m

m
da

y)

precipitation

Bjornholt: 10.7E/60.1N (360 masl)

Bjornholt

Figure 4: Example of a station (a) and a map plot (b) for a single station ‘Bjornholt’.
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Example 2.6.
#Get NCEP 2m air temperature for the selected spatial window defined by lon and lat

t2m <- t2m.NCEP(lon=c(-30,30),lat=c(40,70))

# Computes the EOFs

X <- EOF(t2m)

# Plot the result

plot(X)
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Figure 5: An example of a plot results for an EOF object.
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Example 2.7.
# Load 10m zonal and meridional wind components

u10 <- retrieve(’data/ERAINT/eraint_elnino.nc’,param=’u10’)

v10 <- retrieve(’data/ERAINT/eraint_elnino.nc’,param=’v10’)

# Map the data

map(u10,colorbar=FALSE)

# Display the vectors

vec(u10,v10,new=FALSE,a=2,length=0.05)

u10(m s) [1979 1, 2014 6]

mean

Figure 6: The output of the example with ‘vec’. In this example, there are different plotting

windows for the vectors and the underlying map, but this can be adjusted in the arguments of

‘vec’.
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2.4.4 Info-graphics

One of the purposes of ‘esd’ is to easily produce visualisation and graphics to bring out new

aspects of the information embedded in the data. The development of the info-graphics in this

tool has also been inspired by Spiegelhalter et al. (2011), in order to distill the essence of the

analysis.

The information stored in climate data can be extracted in various ways, with emphasis on

different aspects, as can be seen in Example 2.8 and Figure 7. A ‘cumugram’ is shown, displaying

the cumulative average value of some variable starting from the first day of the year. The results

for the Oslo temperature in this example shows that 2014 has been the warmest year on record

since the summer. A ‘rainbow structure’ is consistent with a gradual increase in the temperature.

The second diagram, ‘wheel’, emphasises the time of the year when the most extreme events

have taken place, and ‘climvar’ to the right shows how the year-to-year variance varies with

season with a minimum in late summer. The ‘diagram’ method can also be used to view the

data by comparing day-by-day values of the present temperature with those of the previous

years. The figure shows that there have been some exceptionally mild autumn temperatures in

2014. Other functions for making info-graphics include ‘vis’, which make alternative graphics

output displaying different information.

Trends can be estimated by linear regression using the simple ‘trend’ function. An alternative

trend analysis can be done using the function ‘vis.trends’ which estimates linear regressions

for sliding periods of various lengths (Example 2.9, Figure 8). The results are presented visually

with the strength of the trends shown as a colour scale on a grid where the x- and y-axes

represent the starting point and the length of each period, respectively. Periods with statistically

significant trends are marked with black outlines. The advantage of ‘vis.trends’ is that it

shows trends of various time scales, considering all variations of start- and end-points. The

longest period is found in the upper left corner, representing the full length of the time series.

The most recent period is shown in the bottom right corner. As demonstrated in Example 2.9,

the strength and significance of estimated trends are sensitive to the period considered. The

multiple period trend analysis is therefore a more robust alternative to single period trend fitting.
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Example 2.8.
# Get 2m temperature data for Oslo

# (works within MET Norway firewall only)

x <- station(stid=18700,param=’t2m’,src=’metnod’)

x <- subset(x,it=c(1837,2014))

## Or gets data from ECA&D as

## x <- station(loc="Oslo Blindern",param=’t2m’,src=’ecad’)

## x <- subset(x,is=duplicated(loc(x))) # to remove duplicated stations

# Cumulative average

cumugram(x)

# Seasonal wheel

wheel(x)

# seasonal variations of year-to-year variance

climvar(x)

# daily seasonal cycle for all years

diagram(x)
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Figure 7: Examples of ‘cumugram’, ‘wheel’, ‘climvar’, and ‘diagram’ plots. The ‘cumugram’ shows

how the mean value of some variable has evolved from the start of the year and compares this curve

to previous years. The graphics produced by ‘wheel’, on the other hand, emphasises how the seasonal

variations affect the variable, e.g. whether some extremes tend to be associated with a specific season.

Panel c shows results produced by ‘climvar’ shows the year-to-year statistics for a variable, e.g. the

standard deviation of the temperature on February 1st. The ‘diagram’ method can be used in different

context, and for a ‘station’ object, it produces graphics that compare the day-to-day values with those

of previous years.

19



Example 2.9.
# Get 2m temperature data for Ferder and calculate annual mean

data(ferder)

x <- annual(ferder)

# Plot the time series and add a trend line

plot(x,ylim=c(4,11))

lines(trend(x),col="red",lwd=2)

# Visualise trends for various periods 40 years or longer (minlen)

# and mark trends that are significant at the 1% level (pmax)

vis.trends(x,minlen=40,pmax=0.01)
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Figure 8: Visualising the trend in the temperature time series from Ferder for the full period

(left panel) and simultaneously for different periods of various length (right panel). The trend

analysis indicates a significant increase in temperature at Ferder since the 1900s, but also shows

that the strength and significance of the trend is sensitive to the period considered because the

increase is not monotone.
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3 Data handling & processing

The ‘esd’-package contains a set of different methods for handling and processing data and

model results. All the processes, however, are designed to leave a ‘stamp’ that shows how the

objects have been created and is saved in the ‘history’ attribute of an object. The history can

be extracted using the function ‘history()’. This is very useful as it makes the analysis more

transparent, traceable, and reproducible. One important objective of ‘esd’ is also to make data

handling simple and intuitive, as well as efficient.

All ‘esd’ functionalities will use the same type of arguments and logic.

For instance, the argument ‘it’ is used to pass a time index to the call, whereas ‘is’ is used

as a space index - these are for instance used to extract sub-samples from the data, e.g. when

one wants to work on a subset (in time and/or space) of the original data (e.g. a smaller region,

a shorter interval, or a specific season/month; see below).

3.1 Formulas & functions

3.1.1 Small handy functions

The two functions ‘g2dl’ (Greenwich to dateline) and ‘sp2np’ (south-pole to north-pole)

were included in ‘esd’ to organise and sort data in a consistent way. Many gridded data come

with different choices: some are ordered from north to south, others from south to north; some

start from Greenwich (0 degrees east) whereas others start from the date line (180 degrees west).

Other functions to simplify data processing include ‘lon’ (longitude), ‘lat’ (latitude), ‘alt’

(altitude), ‘cntr’ (country),‘loc’ (location name), ‘varid’ (variable name), and ‘stid’ (sta-

tion number). Some of these only apply to ‘station’ objects.

3.1.2 Wet-means, frequencies, counts and spells

A number of functions have been introduced to make analysis of precipitation simpler, such

as the estimation of wet-day mean (a threshold is set to 1mm/day as default) or wet-day fre-

quency. These functions include ‘wetmean’, ‘wetfreq’, ‘count’, ‘nv’, and ‘spell’, and can

be used in association with ‘aggregate’. Some of these functions are wrappers for the function

‘exceedance’ which discards all data with a value lower than a given threshold value. Table 2

gives an overview and some examples are provided in Example 3.1 and 3.2.
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Table 2: A list of specialised functions in ‘esd’ designed to make climate analysis simple and

user-friendly.

‘wetmean’ Estimate the wet-day mean µ. Default threshold is 1mm/day.

‘wetfreq’ Estimate the wet-day frequency fw. Default threshold is 1mm/day.

‘exceedance’ Select the data with values exceeding a critical threshold value.

‘count’ Count data points in sample.

‘C.C.eq’ Clausius-Clapeyron equation.

‘NE’ Predict number of events, given a frequency and a sample size.

‘spell’ Estimate the spell lengths (consecutive days/straights) of events.

‘precip.vul’ Simple vulnerability index associated with precipitation: Vp = µ/fw.

‘t2m.vul’ Simple vulnerability index associated with temperature based on consecutive

number of hot days above a critical threshold (default 30 degrees C): VT = nchd.

‘precip.rv’ Simple and rough estimate of return value for weak-to-moderate ‘extremes’:

xτ = − ln(1/(fwτ))µ.

‘nv’ Number of valid data points in sample.

‘precip.Pr’ Simple and crude estimate of the probability of precipitation exceeding a

threshold (default: 10mm/day): Pr(X > x) = fwexp−x/µ assumes expo-

nential distribution.

‘t2m.Pr’ Simple and crude estimate of the probability of temperature exceeding a thresh-

old (default: 30 degree C): Pr(X > x) = N(µ, σ) assumes normal distribution.
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Example 3.1. # Load data for Bjornholt

data(bjornholt)

y <- bjornholt

# Annual wet-mean:

mu <- annual(y,FUN=’wetmean’)

# Plot the result for the period 1883 to 2014

plot(mu,ylim=c(4,14))

# Annual wet-freq:

fw <- annual(y,FUN=’wetfreq’)

# Plot the result for the period 1883 to 2014

plot(subset(fw,it=c(1883,2014)),ylim=c(0.2,0.5))

# Annual number of events with y > 10mm/day:

nw <- annual(y,FUN=’count’,threshold=10)

# Plot the result for the period 1883 to 2014

plot(subset(nw,it=c(1883,2014)),ylim=c(10,60))

# Compute wet/dry spells

sp <- spell(y,threshold=1)

# Plot the result

plot(sp)
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Figure 9: Plots of precipitation statistics at Bjornholt such as a) wet-day mean (µ), b) wet-day

frequency (fw), c) number of events with precipitation higher than 10mm, and d) wet/dry spells.
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Example 3.2.
# Load ECAD dataset over Norway recording a 100 years of daily data

ecad <- station(param="precip",src="ecad",cntr="Norway",nmin=100)

# Map the vulnerability index:

map(ecad,FUN=’precip.vul’,cex=1.2,xlim=c(-10,40), col="black",colbar=list(col=heat.colors(20)))

# Map approximate 10-year return values:

map(ecad,FUN=’precip.rv’,cex=1.2,xlim=c(-10,40), col="black",colbar=list(col=heat.colors(20)))

a) b)

Figure 10: An example of a plot of the vulnerability index µ/fw (left) and an approximation of

daily 10-year return values (right) for a selection of station from the ECA&D recording at least

a 100 years of data.
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3.2 re-gridding

Gridded data often come on different spatial grids and/or resolutions, such as re-analyses,

global climate models (GCMs) and regional climate models (RCMs). In order to compare these

or apply a common set of analyses to the different model results or reanalysis, it is necessary

to present the data on a common grid resolution first. This is achieved via the function called

‘regrid’ which performs a bilinear interpolation from the original grid resolution to a new

one. ‘regrid’ is also an S3-built in function and can be applied on all ‘esd’ objects. Another

strength of ‘regrid’ is that it allows also interpolating from gridded data or GCM/RCM model

results into a specific location or station. Regrid can take several minutes and is time consuming

depending on the selected region and grid resolution.

Again, the common syntax for the argument ‘is’ is shown, where ‘is’ refers to spatial

indexing whereas ‘it’ is for temporal indexing. The methods have been designed with some

flexibility in mind, so that when ‘is’ is assigned another field type, it will interpolate the data

onto that specific grid. Similarly, if ‘is’ is given a station object, then it will interpolate the

data to the same coordinate as the station (the output will then be a station object). The

general syntax of ‘regrid’ is as follows

regrid(x,is,...)

There is a difference between ‘is’ and ‘it’ because the spatial indexing can include both

longitude and latitude dimensions, as well as a number of stations. Hence, the ‘is’ is often

given a ‘list’ object (Example 3.3).

Example 3.4 shows the re-gridding between the NCEP reanalysis and NorESM.M global cli-

mate model result for an area covering Europe (30W–30E/40N–70N). In this particular case,

both the gridded products (NCEP and NorESM.M) have the same spatial resolution of 2.5

degrees, but ‘regrid’ works also with different grid resolutions.

3.2.1 How the re-gridding works

The re-gridding is based on a bi-linear interpolation according to the linear algebra expression

X ′ = WX (1)

W is a sparse matrix of weights since each new grid cell is a weighted sum of the four

surrounding grid cells. The sparse character saves computer resources compared to the full

weight matrix which would have the dimensions of the product of X ′ and X. Thus, the re-

gridding becomes more efficient by (a) utilising the information about the sparseness (i.e. only

needs the weights and the index of the surrounding grid cells to the point of interest) and (b)

computing the weights only once, then use using the ‘apply’ function rather than for loops to

weight all time steps.
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3.3 Nearest data point

An alternative to re-gridding is to select the nearest data point, as a bi-linear interpolation

will have an influence on extremes through the estimation of values in terms of weighted sums

of nearby points. The ‘esd’ package provides the function ‘nearest’ that selects a subset of

the nearest point as

obs <- nearest(obs,is="any rcm or gcm object")

3.4 Subsetting

It is sometimes necessary to limit the range of data, either by selecting an interval in time or

a subregion of the data. The method ‘subset’ in the ‘esd’ tool extends the R-base ‘subset’

method to ‘esd’ objects and classes and can be used to extract a time interval or a specific

date, month, season, sub-group of stations, or a smaller region of a field. Its use is meant to be

versatile and is based on the two arguments ‘it’ and ‘is’ to make a selection possible as

subset(x,it=NULL,is=NULL,...)

The subsetting works for both fields and group of stations. In the examples below, Y can be

a (group of) station(s) or a field object. In Example 3.5, the argument ‘it’ is used to extract

a specific time interval of the input data Y. It is also possible to select a subset according to a

second data object as

# Select the same time period as covered by data object X

y <- subset(Y,it=X))

# Select the same spatial region/group of stations as in X

y <- subset(Y,is=X))

or to combine several selection criteria as in Example 3.6.

It is usually wise to use ‘subset’ before other data processing (e.g. aggregate) to reduce

computation time.
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Example 3.3.
# Load NCEP 2m air temperature

t2m <- t2m.NCEP(lon=c(-30,30),lat=c(40,70))

# map the original field

map(t2m)

# Regrid based on the new lon and lat values

y <- regrid(t2m,is=list(lon=seq(-5,15,by=0.5),lat=seq(55,65,by=0.5)))

# Map on the new grid

map(y)

Example 3.4.
# Get NCEP data

> ncep <- t2m.NCEP(lon=c(-15,45),lat=c(35,70))

# Display the latitude values

> lat(ncep)

[1] 35.0 37.5 40.0 42.5 45.0 47.5 50.0 52.5 55.0 57.5 60.0 62.5 65.0 67.5 70.0

# Compute the grid resolution

> diff(lat(ncep))

[1] 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5

# Display the longitude values

> lon(ncep)

[1] -15.0 -12.5 -10.0 -7.5 -5.0 -2.5 0.0 2.5 5.0 7.5 10.0 12.5

[13] 15.0 17.5 20.0 22.5 25.0 27.5 30.0 32.5 35.0 37.5 40.0 42.5

[25] 45.0

# Compute the resolution in the lon axis

> diff(lon(ncep))

[1] 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5

[20] 2.5 2.5 2.5 2.5 2.5

# Get GCM data

> gcm <- t2m.NorESM.M(lon=c(-15,45),lat=c(35,70))

> lat(gcm)

[1] 36.25 38.75 41.25 43.75 46.25 48.75 51.25 53.75 56.25 58.75 61.25 63.75 66.25 68.75

> diff(lat(gcm))

[1] 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5

> lon(gcm)

[1] -13.75 -11.25 -8.75 -6.25 -3.75 -1.25 1.25 3.75 6.25 8.75

[11] 11.25 13.75 16.25 18.75 21.25 23.75 26.25 28.75 31.25 33.75

[21] 36.25 38.75 41.25 43.75

> diff(lon(gcm))

[1] 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5

[20] 2.5 2.5 2.5 2.5

# Do the re-gridding # this line does not work

> gcm.regrid <- regrid(gcm, is=ncep)

# Make sure that both longitudes are set to data line (i.e. greenwich=FALSE)

> ncep <- g2dl(ncep,greenwich=FALSE)

> gcm <- g2dl(gcm,greenwich=FALSE)

# Do the re-gridding

> gcm.regrid <- regrid(gcm, is=ncep)

> lat(gcm.regrid)

[1] 35.0 37.5 40.0 42.5 45.0 47.5 50.0 52.5 55.0 57.5 60.0 62.5 65.0 67.5 70.0

> lon(gcm.regrid)

[1] -15.0 -12.5 -10.0 -7.5 -5.0 -2.5 0.0 2.5 5.0 7.5 10.0 12.5

[13] 15.0 17.5 20.0 22.5 25.0 27.5 30.0 32.5 35.0 37.5 40.0 42.5

[25] 45.0

Example 3.5.
data(Oslo)

# Extract an interval:

y <- subset(Oslo,it=as.Date(c("1883-01-01","2013-12-05")))

# Extract only the winter data (use aggregate for winter statistics)

djf <- subset(y,it=’djf’)

# Extract data for May:

may <- subset(y,it=’May’)
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Example 3.6.
# Retrieve stations across Scandinavian regions from the

# ECA$\&$D dataset with a minimum of 50 years of data

y <- station(src="ecad",cntr="norway",nmin=50)

# Show the selected stations including all available stations

map(y,cex=1.4,col="red",bg="pink",showall=TRUE)

# Subset stations with altitude higher than 100m

y1 <- subset(y,is=list(alt=100))

# Show the stations with elevation greater than 100m above sea level:

map(y1,cex=1.4,col="darkred",bg="red",showall=TRUE)

# Show the stations with elevation below 100m above sea level:

y2 <- subset(y,is=list(alt=-100))

map(y2,cex=1.4,col="darkred",bg="orange",showall=TRUE)

a) b) c)

Figure 11: Maps of available weather stations from the ECA&D with a minimum of 50 year

recorded values including a sub-selection of stations showing higher (b) and lower (c) elevation

than 100m a.s.l.

3.5 Combining and synchronising

It is important to combine different data objects and make sure that they are synchronised

before the analysis can be made to identify links and dependencies. It may also be necessary

to combine several station objects into a group of objects, for instance in order to perform a

canonical correlation analysis (CCA)CCA. The method is ‘combine’.

The function ‘matchdate’ is used to synchronise any object ‘x’ with the time index specified

by ‘it’ as

matchdate(x,it=y)

‘matchdate’ will return the subset of ‘x’ that matches the time index of ‘y’.

3.6 Anomalies

Geophysical data tends to have a strong seasonal cycle, and often the seasonal variations are

of less interest than year-to-year variations. Anomalies are the variations after the seasonal

cycle has been removed. The method ‘anomaly’ can be applied to stations and field objects,

for daily, monthly, and seasonal data. The converse is ‘climatology’.
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3.7 Aggregate: monthly, seasonal and annual statistics

It is also convenient to compute trends on annual values rather than daily values, as the latter

are noisy. To do so the S3-built in method ‘aggregate’ is used which allows splitting the

data into subsets (e.g. years) and computes summary statistics for each subset (e.g. maximum

values) as

aggregate(x,by=year,FUN=’max’,...)

Aggregate has been extended to deal with ‘esd’ objects, and returns the result as an identical

‘esd’ object with updates. Classes and attributes are updated accordingly (see Example 3.7).

The aggregate function can also be used to create coarser grids where the boxes contain spatially

aggregated values from a higher grid resolution (Example 3.8).

3.8 Spatial averaging of field objects - aggregate.area

It is interesting to investigate if there are any global signals affecting the local climate. For this

purpose, the ‘esd’ package makes it convenient to compute statistics on spatial averaging of an

object over a specific spatial domain or an area of interest. The function ‘aggregate.area’ is

used to compute an area aggregate (e.g. average means, maximum, sum, ...) taking into account

that the grid box area varies with latitude. The following equations are used:

x̄ =
1

I

I
∑

i=1





J
∑

j=1

(ϕi xi,j)/
∑

ϕ





ϕi = cos(2π lati / 360)

where i and j are indices in the longitude and latitude respectively, and lati is the latitude

value at point i.

aggregate.area(x,is=NULL,it=NULL,FUN=’sum’,na.rm=TRUE,smallx=FALSE)

Example 3.9 shows the spatial averaging of the projected global mean temperature from the

CMIP5 NorESM-M RCP4.5 experiment.

It is also convenient to compare the global mean temperature as produced by several GCMs

(Figure 12). A demo script is made available in the demo ‘esd’ package called “global tas anomaly.R”.

The script computes the global mean anomaly temperature for all CMIP3 and CMIP5 exper-

iments provided by the KNMI Climate-Explorer web portal. All GCM data need to be down-

loaded locally before the script is run. The results can then be compared to the Figure 1 of

Knutti and Sedláček (2013) which shows the evolution of the global temperature change (mean

and one standard deviation as shading) relative to 1986–2005 for the SRES scenarios run by

the CMIP3 and the RCP scenarios run by the CMIP5 experiments. This figure gives a good

summary of the global mean warming signal predicted by both experiments and the inter-model
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Figure 12: Global mean temperature change for the SRES scenarios run by CMIP3 and the RCP

scenarios run by CMIP5 experiments, respectively, relative to the period 1986-2005. The shaded

area shows one standard deviation from the mean based on all scenarios for each experiment.

spread. Note that the shaded area would be different if it was based on the ensemble model out-

puts for each CMIP experiment as the authors gave a confidence interval based on one standard

deviation of the ensemble mean.
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Example 3.7.
# Load data for "Bjornholt" station

data(bjornholt)

# Check the class of the object

class(bjornholt)

## [1] "station" "day" "zoo"

# Aggregate on annual maximum values

bjornholt <- annual(bjornholt,FUN=’max’)

# Check the class of the aggregated object

class(bjornholt)

## [1] "station" "annual" "zoo"

# Plot the results

plot(bjornholt)
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BJØRNHOLT: 10.69E/60.05N (360 masl)

Figure 13: Plotting the annual maximum values of daily precipitation recorded at ‘Bjornholt’

weather station.
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Example 3.8.
# Load 2m air temperature from NCEP reanalysis on a resoltuion of 2.5 deg.

t2m <- t2m.NCEP()

# Do the spatial aggregation

x <- aggregate(t2m,by=list(lon=seq(0,360,by=10),lat=seq(0,360,by=10)),FUN=’mean’)

# Map the results

map(x)

a) b)
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Figure 14: Maps of the original (a) and aggregated (b) spatial field of NCEP 2m air temperature.
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Example 3.9.
# Load 2m air temperature from the NorESM.M global climate model

t2m <- t2m.NorESM.M()

# Compute the areal mean over the whole domain

T2m <- aggregate.area(t2m,FUN=’mean’)

# Plot the annual aggregated values

plot(annual(T2m),ylim=c(11.5,17.5))

Figure 15: Global average of 2m air temperature from the NorESM global climate model. The

error bars show 2 times the standard deviation computed based on observations.

3.9 Transformations and conversions: as.

A range of transformations between different type of objects can be done with the ‘as’

method.
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Table 3: The ‘esd’ extension of the ‘as’ method. Some of these are the same as some other

functions, e.g. ‘annual’ and ‘as.annual’

as.4seasons as.field.station as.4seasons.day as.field.station

as.4seasons.default as.field.zoo as.4seasons.field as.fitted.values

as.4seasons.spell as.fitted.values.ds as.4seasons.station as.monthly

as.annual as.original as.annual.default as.original.data

as.annual.integer as.original.data.ds as.annual.numeric as.original.data.station

as.annual.spell as.original.station as.annual.yearqtr as.pattern

as.anomaly as.pattern.cca as.anomaly.default as.pattern.corfield

as.anomaly.field as.pattern.ds as.anomaly.station as.pattern.eof

as.anomaly.zoo as.pattern.field as.appended as.pattern.mvr

as.appended.ds.comb as.pca as.appended.eof.comb as.pca.ds

as.appended.field.comb as.pca.station as.calibrationdata aspect

as.calibrationdata.ds as.residual as.calibrationdata.station as.residual.ds

as.climatology as.residual.station as.comb as.seasons

as.comb.eof as.stand as.ds as.stand.station

as.eof as.station as.eof.appendix as.station.data.frame

as.eof.comb as.station.ds as.eof.eof as.station.eof

as.eof.field as.station.field as.eof.zoo as.station.list

as.field as.station.pca as.field.comb as.station.spell

as.field.default as.station.zoo as.field.eof as.eof.list
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4 Analysis & Diagnostics

4.1 Empirical Orthogonal Functions

Empirical orthogonal functions (EOFs; Lorenz (1956)) provide a handy framework for mul-

tivariate data analysis. Here EOFs refer to a class of data objects, however, in a more general

context, EOFs refer to the spatial coherent structures which maximise the variance, whereas the

principal components (PCs) refer to time series describing the degree of their presence at any

time. The eigenvalues refer to the variance of each EOF mode.

In ‘esd’, the EOFs are estimated using a singular value decomposition (SVD) (Press et al.,

1989a; Strang , 1988):

X = UΛV T , (2)

where X is a matrix of data with two dimensions (space, time), U hold the EOF patterns, Λ

is a diagonal matrix with the eigenvalues, and V contains the PCs. The EOFs are used to

extract the essence of the information embedded in the data, taking advantage of redundancy

and emphasising the most prominent characteristics. Example 4.1 shows how the EOFs can be

estimated and visualised in ‘esd’.

The EOFs are used as input to other analysis, such as downscaling (‘DS’) and canonical

correlation analysis (‘CCA’). It is also possible to recover the original data from EOFs through

‘eof2field’, however, the number of EOFs are usually truncated, and only the most prominent

features are recovered. The function ‘eof2field’ can be used to filter the data in terms of

removing small scale and noisy features.

The EOFs can provide an indication of some of the most prominent phenomena in the climate

system, such as the annual cycle, the El Niño Southern Oscillation, and the Arctic Oscillation.

4.2 Principal Component Analysis

The method called PCA - principal component analysis - is similar to EOF, but is designed

for groups of stations rather than gridded fields (Example 4.2). The PCA can also be used

to represent data on an irregular grid (such as rotated fields from regional climate models).

It is possible to grid the spatial modes of the PCA onto a regular grid, and hence convert

the pca class into a eof class (the gridding is currently not performed in esd, but could be

done using optimal interpolation, or kriging taking geographical features into account (Benestad

et al., 2012)). Whereas EOF weights each grid box with its grid box area, PCA does not apply

any weighting to the different series (which may imply that correlated variability from nearby

stations is emphasised by the PCA).

35



PCAs are useful for investigating large-scale dependency, as the leading mode will pick up

patterns with coherent variations across the stations. They are also used in CCA and identifying

stations with suspect data.

4.3 Canonical Correlation Analysis

Canonical correlation analysis (CCA) can be used to explore dependencies between different

data sets (Example 4.3). It is a useful tool for investigating suitable predictors for downscaling

or identifying tele-connections. Sometimes it can provide some indications of suspect station

data.

The computation of the CCA in ‘esd’ is based on the method by Barnett-Preisendorfer

(Barnett and Preisendorfer , 1987; Wilks, 1995). The inputs are either an ‘pca’ or ‘eof’ class.

4.4 Other types of analysis

Methods such as singular spectrum analysis (‘SSA’) and ‘coherence’ have been adapted

from the ‘clim.pact’ package, but have not been elaborated and tested yet for the ‘esd’

objects. There is also a set of low-pass filters such as ‘filt’. Other type of analysis can be

included such as performing a multivariate regression analysis (MVR) and using eof to do the

downscaling.

4.5 Predict & project

In ‘esd’, the S3 method ‘predict’ is extended to the ‘ds’ class and may be extended to

CCA (‘cca’) and singular spectrum analysis (‘ssa’) in the future. The call ‘predict’ will

return the downscaled results for the calibration method by default, but can also be used to

return a projection if the downscaling was based on a common EOF or a prediction based on a

new EOF. The method ‘project’ is a more specific version of ‘predict’ that returns results

from a projection (Example 4.4). The downscaled results from a projection are also contained

in the ‘ds’ object.
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Example 4.1.
# Load 2m air temperature from NCEP reanalysis

t2m <- t2m.NCEP()

# Compute the EOFs

eof <- EOF(t2m)

# Plot the eof

plot(eof)
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Figure 16: Plotting EOF analysis based on NCEP 2 meter surface temperature consisting of

a map of the averaged field (top left), the explained variance by each EOF, and the principal

component of the first leading EOF which accounts for almost 88% of the total variability.
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Example 4.2.
# Retrieve NACD temperature weather stations

nacd <- station(src=’nacd’,param=’t2m’)

# Compute the annual mean values

NACD <- annual(nacd)

# Compute the number of valid data points for each station

ok<- apply(NACD,2,FUN=’nv’)

# Retain only the stations with minimum of 100 valid data points

NACD <- subset(NACD,is=(1:length(ok))[ok > 100])

# Do the PCA

pca <- PCA(NACD)

# Visualise the results

vis(pca)

Climatology EOF #1: 72.83 % of variance

EOF #2: 9.03 % of variance EOF #3: 6.38 % of variance
−10 −5 0 5 10

−0.4 −0.2 0 0.2 0.4

−0.4 −0.2 0 0.2 0.4

−0.4 −0.2 0 0.2 0.4

1900 1920 1940 1960 1980

Figure 17: Summary of maps and plot showing the a) climatology, EOF 1 to 3, and the first

three PCs computed from monthly surface temperature provided by the NACD dataset. The

climatological map shows a clear south to north temperature gradient. The first leading EOF

accounts for 72.83% of the total spatial variability followed by 9.03.31% and 6.38% for the second

and third EOFs. The PCs do not show a significant trend.
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Example 4.3.
# Get NACD stations

nacd <- station(src=’nacd’,param=’t2m’)

# Aggregate to annual values

NACD <- annual(nacd)

# Check for missing values

ok<- apply(NACD,2,FUN=’nv’)

# Subset NACD stations with more than 100 data points

NACD <- subset(NACD,is=(1:length(ok))[ok > 100])

# Compute the PCAs

pca <- PCA(NACD)

# Retrieve slp field and aggregate to annual values

slp <- annual(slp.DNMI())

# compute EOF of slp

eof <- EOF(slp)

# compute CCA on both pca and eof

cca <- CCA(pca,eof)

plot(cca)
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Figure 18: Plot of CCA analysis based on PCs of annual mean surface temperature and EOF

of annual mean Sea level pressure from DNMI.
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Example 4.4. # Sample temperature data for Oslo

data(Oslo)

# Get ERA40 2m air temperature

t2m <- t2m.ERA40(lon=c(0,20),lat=c(50,70))

# Get NorESM.M 2m air temperature

T2m <- t2m.NorESM.M(lon=c(lon=c(0,20),lat=c(50,70)))

# Combine the two fields

comb <- combine(t2m,T2m)

# Compute the common eof t2m

ceof <- EOF(comb)

# Do the downscaling of y based on X

ds <- DS(Oslo,ceof)

# Subset the calibration

z.calibration <- predict(ds,newdata=EOF(t2m))

# Extract projected data sets

z.projection <- project.ds(ds)

4.6 Trajectory objects

The esd package includes functions for statistical analysis and visualisation of trajectory data,

e.g., the paths of extra-tropical cyclones or ice bergs. Many of the standard tools and methods

are applicable to ‘trajectory’ objects, e. g., limiting the range of data by ‘subset’, visualising

the trajectories by ‘map’ or ‘plot’, as well as principal component analysis and downscaling

(‘PCA’ and ‘DS’).

The trajectory methods have been designed with the analysis of storm tracks in mind, in

particular cyclone path data produced under the IMILAST (Inter-comparison of mid latitude

storm diagnostics) project (Neu et al., 2012). Trajectory data that follow the format specified

for IMILAST can be imported into R using the function ‘read.imilast’. The IMILAST data

must then be transformed into a trajectory object with the function ‘trajectory’ before other

esd methods can be applied.

x <- read.imilast(filename,path=pathtofile)

y <- trajectory(x)

The function ‘trajectory’ transforms a data frame containing spatio-temporal informa-

tion about trajectories of variable length to a matrix with the trajectories interpolated to the

same length (by default 10). The input to ‘trajectory’ must for every time step include a

‘Trajectory’ id number, as well as geographical (‘Lat’*itude, ‘Lon’*gitude) and temporal

(‘Year’, ‘Month’, ‘Day’, and ‘Time’) information, and optionally a quality flag (‘Code99’).

Other parameters describing the evolution of the trajectory may also be included and will then be

interpolated and passed on to the ‘trajectory’ object. Meta data can be entered as arguments

to the ‘trajectory’ function, e.g. a description of the parameter (‘param’ or ‘longname’), the

source of the data (‘src’), or references to a paper, website or method (‘reference’, ‘URL’,

‘method’).

A sample file, ‘imilast.M03’, containing trajectories of deep cyclones in the North Atlantic

region comes with esd and is provided in its examples. These storm paths were obtained by
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cyclone identification in a gridded data set (ERAinterim, 1.5◦ resolution) using a calculus based

cyclone identification (CCI) algorithm (Benestad and Chen) (method 3 of IMILAST). In the

future, ‘esd’ will be extended to cyclone identification and tracking using this CCI method.

Example 4.5 demonstrates how to select a subset of trajectories and plot the annual storm

count using the function ‘plot.trajectory’. The spatial extent of the trajectories can be

plotted either as individual tracks on a map by the function ‘map.trajectory’, or as the number

density (unit: year−1 1000km−2) by ‘map.density.trajectory’ (Example 4.6). Principal

component analysis of ‘trajectory’ objects is by default applied to the longitude and latitude

displacement with regards to the starting point of the individual trajectories (Example 4.7).
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Example 4.5.
# Sample trajectory object

data(imilast.M03)

# Select storm trajectories in region 40-60N

x <- subset(imilast.M03,is=list(lat=c(40,60)))

# Select winter storms

djf <- subset(x,it=’djf’)

# Calculate the seasonal storm count

n <- count.trajectory(djf,by=’year’)

# Plot the annual storm count

plot(x,new=TRUE,ylim=c(0,60),col=’black’)

# Add storm count for winter (djf)

lines(n,col=’blue’,lty=2)

legend(’topright’,c(’all year’,’djf’),lty=c(1,2),col=(’black’,’blue’))
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Figure 19: The annual storm count for all months (black) is plotted using ‘plot.trajectory’.

A storm count for the winter season (DJF, blue) is then obtained by ‘count.trajectory’ and

added to the figure.
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Example 4.6. # Sample trajectory object

data(imilast.M03)

#Map storm trajectories for the winter season (djf)

map(imilast.M03,it=’djf’,projection=’sphere’)

# Map number density of storms (per year and 1000km2)

map.density.trajectory(imilast.M03,it=’djf’, xlim=c(-90,60),ylim=c(30,90),dx=4,dy=2)

a) b)
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Figure 20: Maps of storm trajectories in the North Atlantic region created with

‘map.trajectory’ (left) and ‘map.density.trajectory’ (right).
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Example 4.7.
# Sample trajectory object

data(imilast.M03)

# Perform PCA of storm tracks

pca <- PCA.trajectory(imilast.M03,anomaly=TRUE)

# Plot PCA

plot.pca.trajectory(pca)

# Show PCA on map

map.pca.trajectory(pca)
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Figure 21: Plot of the first (red) and second (blue) principal component obtained by PCA

of storm tracks in the North Atlantic region (a). In the map (b), the solid and dashed lines

represent the maximum extent of the component in the positive and negative direction, re-

spectively. The pca figures are produced with the functions ‘plot.pca.trajectory’ (a) and

‘map.pca.trajectory’ (b).
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5 Downscaling

Downscaling tries to identify (statistical) existing relationships between large-scale spatial cli-

mate patterns (called predictors) and local climate variations (predictands) in climate variables,

parameters, and/or indicators (indices).

5.1 Defining predictands

In downscaling based on ‘esd’, the predictand can be a station data (‘station’ class), a

groups of stations (‘pca’), gridded data (‘eof’), or trajectory statistics. The strategy dif-

fers from that of ‘clim.pact’ by downscaling seasonal or annual mean statistics, rather than

monthly and daily. The reason for this is the idea that there is a stronger connection between lo-

cal and large-scale climate than between local and large-scale weather. Here ‘climate’ is defined

as weather statistics and involves parameters derived from a sample of some variable, e.g. the

mean or frequency over a season or a year. It follows that statistics such as the mean is estimated

more accurately with larger sample sizes according to the central limit theorem, reducing the

effect of both sampling fluctuations and random errors. Furthermore, according to the central

limit theorem, the mean converges to being normally distributed with increasing sample size.

The seasonal and annual scales also imply more data points, especially for precipitation - it

doesn’t rain every day, and a monthly estimate may typically involve about 10 rain events - or

10 data points.

One motivation for using PCA to represent the predictand is that it brings forth the coherent

variations and the signal in the data that is expected to have the strongest connection with the

large scales (Benestad et al., 2015). Furthermore, the use of PCA takes care of spatial cross

correlation among the different stations.

The downscaling model only considers variability - the mean level is prescribed based on

the observations and a given reference period. Hence, it is not affected by biases in the mean

(a form for systematic errors). The climatology of the end-result is set by the climatology

of the observations (base period) and the downscaled results describe the deviation from this

climatology.

The downscaling uses common EOFs (Barnett , 1999) as a basis to ensure that the covariates

used in the regression represent the exact same spatial structures (modes) when calibrating the

regression model against reanalysis and when using the model to make predictions based on

GCM results. The use of common EOFs is described in Benestad (2001).

5.2 Defining predictors

The large-scale predictors are represented in terms of EOFs and common EOFs in ‘esd’,

where a regression analysis is used to estimate best-fit weights (regression coefficients βi) whose

45



products with the PCs (ŷ(t) =
∑n

i=1
βiVi(t)) give the closest representation of the original time

series y.

ŷ(t) = β0 +
n
∑

i=1

βiVi(t) (3)

The term ‘covariate’ will henceforth be used to refer to the time-dependent variables on the

right hand side of the multiple regression equation (Vi(t)).

The default is that the regression is based on ordinary linear model, but there is an option

in the argument ‘method’ to use generalised linear models or any other method that produces

results with similar structure. The downscaling will also involve a forward-backward stepping,

removing the PCs that do not increase the skill.

The downscaling can combine several predictors of different types by using a list object as

the predictor argument, containing the EOFs describing the different sets of predictors. In

Example 5.1, a combination of the T(2m) and SLP are used as predictors for downscaling.

The EOFs contained in the list are combined to a single ‘eof’ class, and then subject to

the default downscaling as if the predictor represented one single variable. The combination

of the predictors involves a weighting of each principal component according to its eigenvalue,

and then a singular value decomposition (Strang , 1988; Press et al., 1989b) is used to distill the

most pronounced and common variability embedded in the different data sets, in a similar way

‘mixed’ EOFs were used in Benestad et al. (2002) (or ‘mixed’ EOFs in ‘clim.pact’), described

as ‘CPCA’ in Bretherton et al. (1992). Sets of several different types of predictors are combined

in terms of their principal components (PC) according to the following strategy: the PCs for

each set are weighted by a set of normalised weights to ensure that each type of predictor carry

similar weight in addition to giving more weight to the leading EOFs that explain more of the

variance (For each respective EOF,
∑

iwi = 1). The weighted PCs are then combined and a

singular value decomposition (SVD) is used to extract the common variability within the chosen

predictors, and then the 20 leading modes are used to synthesise a data object that resembles

the EOF object. This synthesised matrix is then used as a predictor that describes the most

pronounced common/combined variability of the chosen predictor types.

5.2.1 Tuning

The downscaling can be tuned after the set of predictors is chosen. The predictor domain is

by default set to a fixed spatial window (width to be specified by the user), but different choices

for the domain will affect the results (Benestad , 2001). Also the number of EOFs included will

affect the outcome, and the default is set to include the 7 leading modes. The number of EOFs

can be determined manually as the first components with the maximum of variability (This can

be achieved by looking at ‘plot(eof)’).
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5.3 Options for downscaling

There are several downscaling approaches depending on the temporal resolution and the final

objective of the impact study i.e. one can perform a DS for each year, season or month then

combine the 12 months. For instance, annual downscaling is based on a new strategy which

means extract annual statistics from daily or monthly data and do the downscaling.

5.3.1 Downscaling for single station and a single model

The basic downscaling is done for a single predictand (station) and a single predictor (EOF),

and there are various ‘wrappers’ that use this elementary part as pieces of a more complicated

process. The predictor can be a common EOF, constructed using ‘combine’ on two fields and

then an estimation of the EOFs. The downscaling can also be applied to a group of stations or

gridded fields.

5.3.2 Downscaling a group of stations - PCA

One benefit of downscaling ’PCA’ objects (using ‘DS.pca’ built-in function) rather than

downscaling each single station separately is that the PCA-based analysis places more emphasis

on the common signal found in adjacent stations and takes care about any strong spatial pattern

that could be found in nearby stations. In other words, it may enhance the signal-to-noise ratio

by separating out the signal (leading PCAs) from the noise (high-level PCAs). Another aspect

is that the downscaling takes into account the spatial correlation structure, embedded in the

PCA where each mode is orthogonal (Benestad et al., 2015).

Example 5.2 and Figure 23 give a demonstration and a test of the downscaling of PCA.

5.3.3 Downscaling an ensemble of climate models

The method ‘DSensemble’ is designed to deal with downscaling an ensemble of global or

regional climate models such as CMIP3 and CMIP5 runs. The function ‘DSensemble’ reads all

data specified in a common folder (specified in the input arguments) to do the downscaling, and

each result is saved separately for each climate model. Each file in the climate models’ folder

must be unique and must correspond to one climate model output stored in a NetCDF format.

The GCM or RCM files should not be stored in several files spanning, for instance, different

time slices. In this case, the files have to be concatenated before applying ‘DSensemble’.

‘DSensemble’ has also been extended to deal with a group of stations’ object (‘pca’), with a

speed-up and benefits associated with PCA.

The design of the ‘DSensemble’ methods tries to meet some of the criticism that Estrada

et al. (2013) presented against ESD that are summarised in the following issues.

a) The underlying probabilistic model assumed by an ESD method does not reflect the dis-

tribution of the underlying data.

b) The method requires the variables to be stationary.
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c) ESD focuses on the short-term variability (Huth’s dilemma).

d) Estimated relations of trend and/or auto-correlated series are at risk of being spurious.

e) Statistical downscaling is an empirical method and the statistical adequacy should be

evaluated using appropriate tools.

f) Downscaling tool boxes seldom give any information regarding the significance of the

estimated coefficients.

The downscaling is applied to samples of data aiming at predicting parameters describing the

sample distribution. For temperature, the sample size isN ≈90 data points (seasonal aggregates)

whereas for precipitation, the downscaling is applied to annual aggregates because it doesn’t

rain every day (typical size N ≈100). The idea is to downscale climate (defined as weather

statistics) rather than weather, hence calibrating the models on aggregated parameters rather

than day-to-day situations (issue ’c’). Furthermore, the primary parameters are the seasonal

means for temperature and annual wet-day means and frequency for precipitation. According

to the central limit theorem, the distribution of mean estimates is expected to converge to being

normal with sample size (Wheelan, 2013). Hence, the default method (‘lm’) is appropriate for

such parameters (issue ’a’), although other methods such as GLM may be used for other types

of distributions.

The usual requirement for ESD is that the transfer coefficients describing the link between

the large and small scales are stationary, and not the variables themselves. Climate change

by definition implies non-stationary variables, such a trend in temperature. In both esd and

clim.pact the default is to de-trend the data before model calibration, in order to reduce the

risk of spurious results (issues ‘b’ & ‘d’). The auto-correlation between successive winters (or any

other season) or years is low and forecasts for local temperature and precipitation aggregated

for a year ahead is notoriously difficult as a result, which implies that auto-correlation has little

effect on the outcome of the downscaled results in the default setting (issue ‘d’). When it comes

to model evaluation tools (issue ‘e’), the method ’DS’, on which ‘DSensemble’ is based, uses

cross-validation by default for assessing its skill. The R-environment also offers a set of tools for

testing whether the data used for model calibration are normally distributed: e.g. ’qqnorm’. A

Shapiro-Wilk test of normality is also included in ’diagnose.ds’ . Furthermore, ’DS’ invokes

a step-wise screening that removes the predictors which do not make a statistical significant

contribution to the regression (issue ‘f’), and esd includes a function that carries out an iid-test

which can be applied to de-trended series: ‘iid.test’ (Benestad , 2008).

5.4 Downscaling of trajectory objects

The function ‘DS’ can be applied to trajectory objects, but it is not the paths themselves

that are downscaled but rather some statistical measure of each trajectory (Example 5.4, Fig-

ure 25). By default, the downscaling is applied to the monthly trajectory count. Trajectory

objects may also be downscaled with regards to other aspects by adding a parameter name
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(‘param’) and a function to apply to the parameter for each path (‘FUN’). For example, we

can calculate and downscale the genesis latitude (param=’lat’, FUN=’first’) or the mean

longitude (param=’lon’, FUN=’mean’).

Example 5.1.
# Load eofs of NCEP 2m air temperature

data(eof.t2m.NCEP)

# Load eofs of NCEP sea level pressure

data(eof.slp.NCEP)

# Load temperature data for Oslo

data(Oslo)

# Do the downscaling

z <- DS(Oslo,list(t2m=eof.t2m.NCEP,slp=eof.slp.NCEP),mon=1)

# Plot the results

plot(z)
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Figure 22: An example of downscaled annual mean temperature in Oslo, based on the ERAINT

reanalysis and using PCA for downscaling a group of stations simultaneously.
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Example 5.2.
# Load ERAINT 2m air temperature from file

T2m <- t2m.ERAINT(lon=c(-10,30),lat=c(50,70))

# Compute the EOFs on annual values

eof <- EOF(annual(T2m))

# Retrieve Nordklim data sets

y <- station(src=’nordklim’)

# Get rid of stations with little valid data

Y <- allgood(annual(y))

# Do the PCA

pca <- PCA(Y)

# DO the downscaling

z <- DS(pca,eof)

# Plot the result

plot(z)

# Get the observations corresponding to the first station in the list

obs <- subset(Y,is=1)

# Get the predictions

pre <- subset(as.station(z),is=1)

# Match dates between obs and pre

obs <- matchdate(obs,pre)

# Update the attributes

attr(obs,’location’) <- ’Observed’

attr(pre,’location’) <- ’Predicted’

# Combine the two

obspre <- combine.stations(obs,pre)

# Plot the result in a single plot

plot(obspre,plot.type="single")
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Figure 23: An example of downscaled annual mean temperature in Oslo, based on the ERAINT

reanalysis and using PCA for downscaling a group of stations simultaneously.
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Example 5.3.
# Get the predictand: Maximum temperature for some Norwegian sttions

download.file(url="http://files.figshare.com/2073466/Norway.Tx.rda",destfile="NorwayTx.rda")

load("NorwayTx.rda")

# Process the predictand (annual mean)

ma <- annual(Tx)

pca <- PCA(ma)

# Get the ERAINT T(2m):

t2m <- t2m.ERAINT(lon=c(-30,30),lat=c(50,75))

# Process the predictor: Compute EOFs of annual means

eof <- EOF(annual(X))

# Test: CCA:

cca <- CCA(pca,eof)

# Do the downscaling

z <- DS(pca,eof,rmtrend=FALSE)

# Plot the results for one station:

plot(subset(ma,is=1))

lines(subset(as.station(pca),is=is),lty=2,col="darkred")

lines(subset(as.station(z),is=is),lwd=2)

Figure 24: An example of downscaled CMIP5 RCP8.5 DJF seasonal mean temperature eastern

Norway. The ERA40 reanalysis is used here for calibration. The inner plot in the right bottom

of the figure shows a comparison between the estimated linear trend from both simulations (in

terms of distribution) and observations (black point). While, the inner plot on the top right

of the figure shows the distribution of the number of observations lying outside the 90% of the

confidence interval based on simulations.
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Example 5.4.
# Load storm trajectories

data(imilast.M03)

# Load NCEP sea level pressure data for the northern hemisphere

slp <- slp.NCEP(lat=c(0,90))

# Compute eof

eof.slp <- EOF(slp)

# Do downscaling for the storm count (default trajectory downscaling)

ds <- DS(imilast.M03,eof.slp)

# Do downscaling from slp

ds.slp <- DS(imilast.M03,eof.slp,param=’slp’,FUN=’min’,unit=’hPa’)

# Plot downscaled results

plot(ds)

plot(ds.slp)

a)

b)

Figure 25: Two examples of downscaling the storm tracks of the North Atlantic region with

regards to the storm count (a) and minimum slp (b).
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5.5 Downscaling probabilities and number of events

The original time series can be summarised as the probability distribution of a climate vari-

able or parameter, the latter can then be downscaled instead of the original time series. For

instance, the 24-hour wet-day precipitation amount is expected to follows an exponential or

gamma distribution, whereas the temperature is more likely to follow a normal distribution, and

the wind-speed a Weibull distribution. The count of events is expected to follow a binomial

or Poisson distribution and spell-length statistics tends to have a geometric distribution. The

predictands here are the parameters of the probability distribution function rather than the

original climate variable. These are mainly the first order and second order moments such as

the mean (for exponential distribution), the mean and the standard deviation for the normal

distribution, and the mean and the coefficient of variation for the gamma distribution.

Downscaling of µ, fw, and ncwd (wet spell length) require different choices in the type of

regression model because they involve different types of data (Estrada et al., 2013). The set-up

may involve continuous values, fractions (f ∈ [0, 1]), and discrete counts. sometimes it may be

difficult to decide which category to use. For example, the annual wet-day frequency is a mean

estimated over a set of zeros and ones and exhibits a character closer to normal than logistic

distribution, but while each day would be subject to a logistic distribution, its annual mean is

subject to the central limit theorem.

5.6 Weather generators - synthesising daily time series

Weather generators are usually used to simulate realistic sequences of daily weather and cli-

mate variables such as precipitation, maximum and minimum temperature for present (Semenov

and Barrow , 1997;Wilks and Wilby , 1999) and future climate conditions (Wilks, 1992). Weather

generators can be seen as complementary tools and are used in conjunction with downscaling

techniques. They use (downscaled) parameters of the several distribution functions of climate

variables. The generation process differs between climate parameters, variables and statistics.

For precipitation, most weather generators will generate first dry and wet sequences, and then

for the wet days, the precipitation amount is generated following different probability and using

different random numbers form different distributions (Mezghani and Hingray , 2009). The sim-

ulation process takes into account the various specific aspects of climate variability and change

(Soltani and Hoogenboom, 2003). The simulated sequences must share the main statistical prop-

erties of the observed or original time series used for calibration (Semenov and Brooks, 1999).

The general form of a WG can be written as follows:

Y = f(X, ǫ), (4)

where ǫ is an ensemble of random variables which contains the remaining information that has

not been taken into account by X and the random processes that is involved.
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There are various ways a weather generator can be designed, and ’esd’ may include more

types in the future. Presently, there are two different types, one for precipitation and one for

temperature. These are designed so that they are conditioned upon downscaled results for

seasonal of annual scales, using vital parameters to disaggregate the results to daily values. The

results will span a similar time interval as the provided observations x but may be shifted in

time if a set of projections is provided (taking an interval that ends on the last projected year).

5.6.1 Stochastic precipitation

The stochastic or generation process for precipitation uses information about wet-day mean,

frequency, and consecutive wet days to generate stochastic precipitation series. The call is

‘WG.fw.day.precip’ and its features are (roughly):

• Estimate wet-day mean and frequency as well as the wet- and dry-spell statistics for a

station.

• Uses phase-scrambled Fourier transform of annual observed/downscaled wet-day mean and

frequency.

• Estimate the number of wet days per year.

• Wet days: amounts prescribed according to the exponential distribution and µ.

• Try to distribute wet days according to both the number of wet days per year and with a

wet-spell statistics according to annual mean number of consecutive wet days assuming a

geometric distribution.

5.6.2 Stochastic temperature

The weather generator for daily temperature is ‘WG.FT.day.t2m’, currently designed for

single stations. The key features of this weather generator are (roughly):

• Uses phase-scrambled Fourier transform of observed or downscaled annual mean temper-

ature anomaly to produce a random order of annual data.

• Uses phase-scrambled Fourier transform of observed or downscaled annual standard devi-

ation of daily temperature anomalies to produce a random order of annual data.

• Uses quantile-quantile mapping to generate normally distributed stochastic variables con-

ditioned on prescribed mean and standard deviation.
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6 Evaluation, assessment & validation

6.1 Central limit theorem

The central limit theorem states that the distribution of the sum or average of a large number

of independent, identically distributed variables (iid) will be approximately normal, regardless

of the underlying distribution.

(src. http://www.math.uah.edu/stat/sample/CLT.html)

6.2 Huth’s dilemma

Huth’s dilemma is the situation where ESD is calibrated on short-term (fast) fluctuation but

is not capable of predicting long-term (slow) changes. This is a problem if there are different

processes responsible for variations at different time scales. One test to provide a diagnose on

whether this is the case is to calibrate the model on de-trended data and then use the original

field as input to see if it is able to predict the long-term trend over the calibration period.

In ‘esd’, the default process de-trends the data before calibration. The downscaled results

are derived with the original field, however, and trends are compared against the original ob-

servations. Furthermore, the question of stationary signal should be examined in the context of

climate model results, and the past changes seen in the observations should be compared with

corresponding downscaled results from GCM historic runs. Ensembles of GCMs are particularly

suitable for assessing the ESD model’s ability to capture the long-term changes.

6.3 Non-stationarity check

The non-stationarity check in ‘esd’ treats the GCM results as pseudo-reality, where results

interpolated to the coordinates as a given station is used as the predictand. The same time

interval as the reanalysis data used for calibrating the model is extracted from the GCM for

representing the calibration predictors. The model trained on the subset of GCM results is then

used to predict future values for the predictand, and the predictions from the downscaling of

the pseudo-reality are compared with corresponding results derived by the interpolation.

The downscaled pseudo-reality can also be compared with the results downscaled for the actual

station data. This is done in ‘DSensemble’ when the argument ‘non.stationarity.check’ is

set to ‘TRUE’.

6.3.1 iid.test

The iid.test included in the esd package is used to test whether a variable is independent and

identically distributed (iid) mainly for daily station records (Benestad , 2003, 2004). It has to be

noted that this test is sensitive to missing data (NA) and can produce an under-count. A non

i.i.d. behaviour appears when the ’forward’ (resp. ’backward’) analysis indicates higher (resp.

lower) number of record-events than the confidence interval.
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6.4 Diagnose

The ‘diagnose’ method provides a range of different approaches for the evaluation of ’esd’

results depending on the type of objects. For instance, it returns diagnostics of common EOFs

or cross-validation of DS results. The diagnostic also includes combined fields, MVR, and CCA

results by applying appropriate internal tests to check for consistency. For instance, when applied

to a combined ‘eof’ object, ‘diagnose’ investigates the difference in the mean between the

PCs of the calibration data and the PCs of the GCMs over a common period in addition to the

ratio of standard deviations and lag-one auto-correlation. A bias correction method can then

be applied if the difference is significant as described in (Imbert and Benestad , 2005).
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Figure 26: The results of ‘diagnose’ applied to four different data objects: (a) common field, (b) to

common EOFs, (c) downscaled results for an ensemble, and (d) a station.
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6.4.1 Station

The ‘diagnose’ for station object offers another way of plotting the information contents

and is designed for a group of stations to indicate the availability of valid data (Example 6.1,

Figure 26d).

6.4.2 Combined fields

The application of ‘diagnose’ to a combined pair of field objects will produce two comparable

curves that show their spatial mean values (Example 6.2, Figure 26a). This way, the spatial

statistics of the two fields can be compared.

6.4.3 Common EOFs

For common EOFs, ‘diagnose’ returns a set of different diagnostics, such as mean differences,

the standard deviation ratio, and different auto-correlation for the principal components over

an overlapping interval (6.3).

Example 6.1.
# Retrieve NACD data sets

nacd <- station(src=’nacd’)

# Diagnose for data availability

diagnose(nacd)

Example 6.2.
# Sample 2m air temperature ERAINT field from EOF’s data

t2m <- t2m.ERAINT(lon=c(-30,40),lat=c(50,70))

# Retrieve GCM air temperature from file

# Sample 2m air temperature NorESM field from EOF’s data

gcm <- t2m.NorESM.M()

# Combine annual fields

X <- combine(annual(t2m),annual(gcm))

# Diagnose the result

diagnose(X)

Example 6.3.
# Compute EOF, X is taken from previous example

eof <- EOF(X)

# Diagnose eof

a <- diagnose(eof)

# Plot the results

plot(a)

6.5 Downscaled results

The quality of the downscaled results can be investigated and checked with the function

‘diagnose.ds’ (Example 6.4). In addition cross-validation and residuals can be used to evaluate

the downscaling procedure.

6.5.1 Cross-validation

A default option is to perform a five-fold cross-validation test (’crossval’)), but it can also be

set to perform the CORDEX-ESD experiment 1 or VALUE experiment 1 set-up. The results of
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the cross-validation consist of a zoo-object that is stored in the attribute ‘attr(*,’evaluation’).

6.5.2 Residuals

The residuals of the downscaling should ideally be a white noise that has no auto-correlation,

no trend, and is normally distributed. These conditions can be tested using auto-correlation

functions and time series and qqnorm plots.

6.5.3 Downscaled ensemble results

For ensembles ‘diagnose’ shows a comparison between DS results derived from GCMs and

the past variations. It compares the number of observed values outside the predicted 90%

confidence interval based on fitting a normal distribution to the ensemble member values for

each year, in addition to carrying out an evaluation of trends based on the rank the observed

trend has compared to corresponding trends simulated by the ensemble for the past. The

diagnostics produces an info-graphic in the form of a target (Example 6.5, Fig 26d).

The count of the cases where observations fall outside the 90% confidence interval is expected

to follow a binomial distribution if the model results reproduce the correct statistics (H0). Hence,

p = 0.1 for falling outside, and the test is to see if the actual count of cases outside the confidence

interval is consistent with the H0 binomial distribution (Benestad and Mezghani , 2015).

Example 6.4. # Load temperature data for Oslo

data(Oslo)

# Get the 2m air temperature from NCEP reanalysis

t2m <- t2m.NCEP(lon=c(-5,20),lat=c(50,65))

# Compute the EOF on annual temperature values

eof <- EOF(annual(t2m))

# Downscale the annual values

z <- DS(annual(Oslo),eof)

# Do the diagnostic

diagnose(z,plot=TRUE)

Example 6.5. # Download the file from the figshare link as

download.file(url="http://files.figshare.com/2081407/dse.oslo.rda",destfile="dseOslo.rda")

# Load the file into R session

load(’dseOslo.rda’)

# Do the diagnostic

diagnose(dse.oslo)
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7 Trouble shooting

The ‘esd’ comes as it is and there is no guarantee that it’s free from bugs or incorrect coding.

The user therefore must make sure that the functions work as expected through thorough testing.

Any tool like this should never be used blindly. Neither is there any guarantee that the code will

work flawlessly. The open-source nature, however, means that the problems can be diagnosed

or fixed by anyone with insight and programming skills. Here we try to make potential trouble

shooting easier.

7.1 General

In case of error messages, it may be wise to check all the attributes of the data object. The

way to proceed is to activate the ‘verbose’ argument if it is included in the function options,

and repeat the analysis with the sample data provided by ‘esd’. The objects can be assigned

new attributes through the ‘attr’ command. Alternatively, the source code of the function can

be modified locally, by typing the name of the function without ‘()’ and copied into a local file

(Example 7.1). The code in the local file can then be modified and when it is called override

the original ‘esd’ version.

Example 7.1.
# get the source code in ’myeof.R’ R script file

dput(EOF.default,file="myeof.R")

# Modify this code, but keep the same function name by adding ’EOF.default’ at the top of

# the file.

# Source the new code as

source("myeof.R",local=environment())

# now the call "EOF()" will use the modified version.

Debugging can be done by inserting ‘browser()’ inside the function code.

7.2 Functions ‘annual’ and ‘aggregate’

Missing data (‘NA’) can be a problem in the analysis and the downscaling of local temperature

and precipitation. One example of an error is:

y <- annual(x)

Error in aggregate.data.frame(as.data.frame(x), ...) :

no rows to aggregate

However, if the number of missing data is small compared to the sample size, they may not

have a large effect on the calibration of downscaling models or the aggregated statistics. For the

temperature, a fix can be to use interpolation to fill in the missing values as in Example 7.2.

For daily precipitation, a better option can be to replace missing data with zero.
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Example 7.2.
# Retrieve 2m air temperature at Ferder Fyr weather station

data(ferder)

# Extract the coredata

z <- coredata(ferder)

# identify the missing days in the record

md <- is.na(ferder)

# Compute the climatology

clim <- as.climatology(ferder)

# Replace the missing values with the climatology as approximations

ferder[md] <- coredata(clim)[as.POSIXlt(index(ferder)[md])$yday+1]

# Note that as.POSIXlt()$yday function returns the day in the year

7.3 DSensemble

The method ‘DSensemble’ uses ‘try’ to avoid that the process stops due to errors when

looping through the ensemble of GCM results. However, it cannot recover from errors in For-

tran or C-based external modules, such as those based on external libraries. For instance, the

following errors have been encountered:

Error in La.svd(x, nu, nv) : error code 1 from Lapack routine ’dgesdd’

and/or

Error in x[rep(1:NROW(x), length.out = length(index)), , drop = FALSE] :

subscript out of bounds

The problem is that the data matrix to which an SVD is applied is close to singular. One

work-around fix is to use a different domain selection (e.g. set ‘lon’ and ‘lat’ arguments to

new values). Another way to get around this problem is to use the argument ‘select’ to skip

a particular model with the problem.

7.3.1 Poor fit

Sometimes a sub-selection of the predictand can improve the calibration of the downscaling

model, especially if part of the data (older) has a lower quality than more recent measurements.

One way to examine the data for quality can be to plot the time series of the annual wet-day

mean and frequency for precipitation.

plot(annual(y,FUN=’wetfreq’))

plot(annual(y,FUN=’wetmean’))

7.3.2 Other error messages

There may occasionally be problems associated with different types of time stamps, e.g. when

combining daily, monthly, seasonal, or annual data. The time index for annual data is a numeric

- the year, and some of the methods handling the date may fail for annual data. E.g:

Error in prettyNum(.Internal(format(x, trim, digits, nsmall, width, 3L, :

invalid ’trim’ argument
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A couple of solutions are:

index(y) <- as.Date(paste(year(y),’01-01’,sep=’-’))

## or

index(y) <- year(y)

7.4 Validate

The ‘esd’ package also has a method ‘validate’ which provides a simple test statistics

describing how well the results match the expectations. The null hypothesis depends on the

type of object.

8 Summary

We have presented a new and promising open source R package that includes a set of climate

analysis and statistical downscaling methods for use by the scientific and academic communities.

The tool, named ‘esd’, has been designed to be useful not only for the climate community but

also for meteorologists, hydrologists, and impact users. It can also be tailored to meet with user

needs and requirements. In addition, ‘esd’ allows performing a quick and valuable analysis

without much prior knowledge of programming.

The different analysis methods are quick, efficient, and easily reproducible in order to allow

the users to work with more confidence.

One of the strength of the ‘esd’ package is that it includes methods and functions to imple-

ment all the steps needed to construct a statistical downscaling framework specifically tailored

to the user needs. For this purpose, the package allows

1. exploring the data to define a set of appropriate predictands and predictors,

2. searching for links and establishing connections between large scale predictors and local

scale predictands,

3. and downscaling, evaluating and projecting weather climate variables and parameters into

future.

Another strength of the tool is that it can retrieve meteorological observations from weather

stations all over the world, perform various analyses such as those based on the principal com-

ponents of a univariate or multivariate data sets, compute empirical orthogonal functions, and

perform a statistical downscaling of global climate model outputs. All these capabilities are

included in one package and thus share the same language. The tool also includes predefined

downscaling methods for precipitation and temperature. Many of the methods are also applica-

ble to trajectory data which can be useful in the analysis of, e. g., storm tracks.
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A web page is available from which users can find valuable information on how to install

the package, try some examples and check the results. The web page has been implemented

using the social coding interface Github. The wiki-page containing valuable information can be

found following the web link https://github.com/metno/esd/wiki. A user guide including

a full list of functions included in the package is made available also at the Github wiki page

https://github.com/metno/esd/blob/master/esd.pdf

Although the source code has been made open and free, all rights are reserved to the Norwegian

Meteorological Institute that is supporting this initiative.

We believe that ‘esd’ will be very useful for research as well as for teaching activities. It

is a versatile and easy to use programming tool, allowing users in the climate and related

communities to make direct and intuitive climate analysis and downscaling tailored to their

needs. We encourage people from and outside the Norwegian Meteorological Institute to send

us their feedback (https://goo.gl/agfK1X).
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probability distribution, 53

project, 36

pseudo-reality, 55

RCMs, 25

regression analysis, 36, 45

regrid, 25, 27

residuals, 57, 58

retrieve, 5, 6

rotated grid, 6

S3-method, 9

sample size, 45

seasonal, 9

select.station, 8

singular, 60

singular spectrum analysis, 36

singular value decomposition, 35

sp2np, 21

spatial average, 29

spell, 13, 22, 23

SSA, 36
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standard terminology, 9

station, 5, 6, 9, 13

stationarity, 47

stid, 21

str, 11

sub-daily, 9

sub-samples, 21

subset, 26–28

summary, 10, 12

SVD, 35, 60

t2m.Pr, 22

t2m.vul, 22

tele-connections, 36

time scale, 9

trajectories, 5

trajectory, 13, 40, 48

trend, 18, 58

trouble shooting, 59

try, 60

validate, 61

varid, 21

vec, 17

vector plots, 14

verbose, 59

vis, 18

vis.trends, 18, 20

visualisation, 18

vulnurability, 24

weather generator, 53

wetfreq, 22, 23

wetmean, 21–23

WG.FT.day.t2m, 54

WG.fw.day.precip, 54

wheel, 18, 19

xsection, 13

xval, 13

zoo, 9
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